
Available online at www.sciencedirect.com

Procedia Engineering 00 (2015) 000–000
www.elsevier.com/locate/procedia

24th International Meshing Roundtable (IMR24)

Defining an L2-disparity measure to check and improve the
geometric accuracy of non-interpolating curved high-order meshes

Eloi Ruiz-Gironésa, Jose Sarratea, Xevi Rocab,∗
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Abstract

We define an L2-disparity measure between curved high-order meshes and parameterized manifolds in terms of an L2 norm.
The main application of the proposed definition is to measure and improve the distance between a curved high-order mesh and
a target parameterized curve or surface. The approach allows considering meshes with the nodes on top of the curve or surface
(interpolative), or floating freely in the physical space (non-interpolative). To compute the disparity measure, the average of the
squared point-wise differences is minimized in terms of the nodal coordinates of an auxiliary parametric high-order mesh. To
improve the accuracy of approximating the target manifold with a non-interpolating curved high-order mesh, we minimize the
square of the disparity measure expressed both in terms of the nodal coordinates of the physical and parametric curved high-order
meshes. The proposed objective functions are continuously differentiable and thus, we are able to use minimization algorithms that
require the first or the second derivatives of the objective function. Finally, we present several examples that show that the proposed
methodology generates high-order approximations of the target manifold with optimal convergence rates for the geometric accuracy
even when non-uniform parameterizations of the manifolds are prescribed. Accordingly, we can generate coarse curved high-order
meshes significantly more accurate than finer low-order meshes that feature the same resolution.
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1. Introduction

Unstructured high-order methods have elicited an increasing interest in the community of computational methods
since they allow obtaining highly accurate approximations to the solution of a PDE on complex domains, see [1–5].
The approximation obtained with high-order methods converges exponentially with the order of the approximating
polynomial when the solution is sufficiently smooth. To enable this exponential converge rate, all these methods rely
on a curved high-order discretization of the domain which has the potential to accurately approximate the domain.
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Moreover, the approximation of the geometry with curved meshes reduces the spurious numerical artifacts that may
arise from a piecewise linear approximation of the curved domain boundaries [6–11]. To ensure these advantages, it
is required that the geometric error is smaller than or comparable to the solution error and therefore, it is mandatory
to devise a method to check and reduce the distance between a curved mesh and a target geometry. Otherwise,
the geometric error introduced by the high-order mesh may dominate the solution error of the simulation and the
theoretical convergence rate may not be achieved.

There are several ways to define a distance between two manifolds, like the Hausdorff distance, the Fréchet distance
and the area-based distance and accordingly, different methods to approximate them for practical purposes, see [12–
15]. Note that the Fréchet distance and the area-based distance take advantage of the fact that the represented objects
correspond to parameterized manifolds. Nevertheless, these useful distance approximations have not yet been proved
to allow obtaining high-order curve (surface) mesh approximations that converge exponentially with the order of
the approximating polynomial when the target curve (surface) is sufficiently smooth. Moreover, the incorporation
of these distances in a continuous minimization process requires one to approximate the derivatives with numerical
differentiation schemes that may reduce the quadratic convergence rate of Newton’s method.

Taking into account the previous issues, the main contribution of this work is to propose a novel L2-disparity
measure to quantify the deviation between a curved high-order mesh and a parameterized m-dimensional manifold
embedded in an n-dimensional space. The main application of the proposed definition is to measure and improve
the distance between a non-interpolative curved high-order mesh and a target parameterized curve or surface. We
devise the method as follows: first, an auxiliary high-order mesh on the parametric domain is considered with the
same topology of the physical curved mesh; second, the auxiliary mesh is lifted to the physical space by using the
prescribed parameterization of the target manifold; finally, theL2 norm of the point-wise difference of the curved mesh
and the target manifold determines the disparity measure. Specifically, to obtain the disparity measure the average of
the square of the point-wise differences is minimized in terms of the parametric coordinates of the high-order nodes
of the auxiliary parametric mesh. Furthermore, to improve the accuracy of approximating the target manifold with
a curved high-order mesh, we minimize the square of the disparity measure expressed both in terms of the nodal
coordinates of the physical and parametric curved high-order meshes.

All the objective functions introduced in this work are continuously differentiable and thus, we are able to use min-
imization algorithms that require the exact first or the second derivatives of the objective function. Specifically, in this
work we use Newton’s method combined with a back-tracking line-search algorithm, see [16]. Note that when mini-
mizing the square of the disparity measure the nodal coordinates are free to move in the physical space and therefore,
we obtain a non-interpolative curved high-order mesh that reproduces with optimal accuracy the initial manifold in a
weak manner. By allowing a non-interpolative mesh, we are able to obtain a mesh that better approximates the man-
ifold in terms of the proposed L2-disparity, as we show in one of the examples. The rest of examples illustrate other
benefits of the proposed methodology. Specifically, we show that the auxiliary parametric mesh facilitates to obtain
high-order meshes that optimally approximate curves defined by non-uniform parameterizations. Furthermore, the
proposed methodology provides high-order geometric approximations with optimal convergence rates and therefore,
coarse high-order meshes are significantly more accurate than finer low-order meshes.

The rest of the paper is structured as follows. Section 2 reviews the previous work related with this article. Section
3 presents the definition of proposed L2-disparity measure, and the minimization process to optimize the deviation
of a curved high-order mesh and a manifold. Section 4 shows several examples that illustrate the properties of the
L2-disparity measure. Finally, Section 5 presents the conclusions and the future work.

2. Related work

Let Σ1 and Σ2 be two m-dimensional manifolds in Rn, parameterized by ϕ1 and ϕ2, respectively, in such a way that

ϕi : Ui ⊂ Rm −→ Σi ⊂ Rn

u 7−→ x = ϕi(u) , i = 1, 2,
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Fig. 1. Two d-dimensional manifolds embedded in Rn, with their respective parameterizations and parametric spaces.

being U1 and U2 the parametric spaces of Σ1 and Σ2, respectively, see Figure 1. In the literature, there are several
manners to compute the distance between them. The Hausdorff distance between Σ1 and Σ2 is defined as

dH(Σ1,Σ2) = max
{

sup
x∈Σ1

inf
y∈Σ2

d(x, y), sup
y∈Σ2

inf
x∈Σ1

d(x, y)
}
, (1)

being d(x, y) a distance between points. In [12] the authors propose a method to compute the Hausdorff distance
between two triangular meshes (m = 2, n = 3). The main idea is to sample one of the meshes and then compute the
closest point of each sample to the other mesh.

Note that the Hausdorff distance is commonly used to compute the distance between two sets. Thus, it does not
take into account that Σ1 and Σ2 are parameterized manifolds. For this reason, when dealing with manifolds, it is more
common to use the Fréchet distance defined as

dF(Σ1,Σ2) = inf
φU

sup
u∈U1

d(ϕ1(u),ϕ2(φU(u)), (2)

being φU all the possible orientation-preserving diffeomorpisms between U1 and U2. It can be proven the dF is a
distance that does not depend on the selected parameterizations for Σ1 and Σ2. However, the calculation of dF is not
straightforward, and several approximations to compute it have been proposed. For instance, in [13] the authors com-
pute the Fréchet distance between two polygonal curves (m = 1, n = 2), and in [14] they compute an approximation
of the Fréchet distance between two triangulated surfaces (m = 2, n = 3).

In [15], the authors define an area-based distance between two polygonal curves in the plane as the area between
them. To approximate the area distance between two arbitrary curves (m = 1, n = 2), they approximate the curves
using poly-lines and compute the area distance between the poly-lines. It is important to highlight that the authors use
the area-based distance in a minimization process to obtain a high-order mesh that approximates with high accuracy
the boundaries of the geometry. In the minimization process, the derivatives of the area-based distance with respect
to the nodal coordinates are computed using finite differences, which may reduce the quadratic convergence rate of
Newton’s method.

In this paper, we define an L2-disparity measure between two manifolds that is continuously differentiable and, for
this reason, can be introduced in a continuous minimization process. In addition, the proposed definition is valid for
manifolds of arbitrary dimension. To compute the L2-disparity between two manifolds, an optimization problem has
to be minimized. We directly apply theL2-disparity measure between manifolds to the generation of non-interpolative
curved high-order meshes. Note that in our setup, the nodes of the optimized high-order mesh are not located on the
manifold and accordingly, a non-interpolative mesh is generated.

3. Formulation of the problem

Given two m-dimensional manifolds in Rn, Σ1 and Σ2, the L2-disparity of Σ1 and Σ2 is defined as

d (Σ1,Σ2) = inf
φU

∥∥∥ϕ1 − ϕ2 ◦ φ
U
∥∥∥ = inf

φU

√∫
U1

∥∥∥ϕ1 − ϕ2 ◦ φ
U
∥∥∥2

dΩ, (3)
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where ‖·‖ is the Euclidean norm, and φU are all the possible orientation-preserving diffeomorphisms betweenU2 and
U1.

Note that the definition of the L2-disparity introduced in (3) is independent of the selected parameterization of Σ2
because we are taking the infimum over all the possible orientation-preserving diffeomorphisms betweenU2 andU1.

Given a curved high-order mesh and a manifold in the physical space,MP and Σ, respectively, our objective is to
quantify the disparity of the mesh and the parameterized manifold, and optimize the position of the mesh nodes in
order to better approximate the manifold using the high-order mesh. We assume that the manifold Σ is parameterized
by a continuously differentiable and invertible mapping (diffeomorphism)

ϕ : U ⊂ Rm −→ Σ ⊂ Rn

u 7−→ x = ϕ(u),

whereU is the parametric space of the surface. In this work, we use the OpenCASCADE library [17] to retrieve the
parameterization of the surfaces of a CAD model.

To better approximate the target manifold, we use the L2-disparity of the mesh and the manifold, see Equation (3).
We consider that the mesh is defined as a set of elements, and that for each element in the physical space, eP, there
is a master element eM . Thus, the physical mesh can be defined in terms of an element-wise parameterization φP in
such a way that:

φP|eM : eM −→ eP ⊂ Rn

ξ 7−→ x =

np∑
i=1

xiNx
i (ξ),

being np the number of nodes of the high-order element eP, xi the coordinates of the i-th node in the physical space,
and {Nx

i }i=1,...,np a Lagrangian basis of polynomial shape functions of degree p. Thus, in order to minimize the disparity
between the mesh and the manifold, we define the functional

E(φP;φU) =
∥∥∥φP − ϕ ◦ φU

∥∥∥2
=

(
φP − ϕ ◦ φU ,φP − ϕ ◦ φU

)
,

where (·, ·) is a dot product of functions defined as

( f , g) =
∑

eM∈MM

∫
eM

f g dξ =

∫
MM

f g dξ,

being MM the master mesh composed of all the reference elements of the physical mesh. Note that d
(
MP,Σ

)
=√

inf
φU

E(φP;φU). Since the mapping φP is determined by the position of the mesh nodes, so does the functional E.

That is,
E(φP;φU) = E(x1, . . . , xNP ;φU),

being NP the number of nodes of the physical high-order mesh. In order to be able to minimize functional E, we take
an element-wise polynomial approximation of the diffeomorphism φU . That is, φU |eM ≈ φU

h |eM such that

φU
h |eM : eM −→ eU ⊂ U

ξ 7−→ u =

nu∑
i=1

uiNu
i (ξ),

with U the parametric space of the manifold parameterization, and {Nu
i }i=1,...,nu a Lagrangian basis of polynomial

shape functions of degree q. The mapping φU characterizes a parametric high-order mesh,MU , of polynomial degree
q in the parametric space of the manifold, and the position of its nodes is ui, for i = 1, . . . ,NU . Note that the
polynomial degree of the parametric mesh and the physical mesh can be different and, in general, are not the same.
In an intuitive manner, the parametric mesh allows the alignment of the physical mesh with the parameterization of
the geometric entity. Thus, although we do not have yet a theoretical setting to select the value of q, it depends on the
parameterization of the geometric entity, and the polynomial degree of the physical mesh, p.
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Fig. 2. L2-disparity measure between a mesh, gray line, and a manifold, black line. To compute the L2-disparity, an auxiliary parametric mesh,
MU , is used.

Since we approximate φU by φU
h , and φU

h is determined by the position of the parametric mesh nodes, ui, for
i = 1, . . . ,NU , functional E is approximated as

E(x1, . . . , xNP ;φU) ' Eh(x1, . . . , xNP ;φU
h ) = Eh(x1, . . . , xNP ; u1, . . . ,uNU ) =

∥∥∥φP − ϕ ◦ φU
h

∥∥∥2
. (4)

The minimization of functional Eh with respect to the parametric node coordinates, ui, for i = 1, . . . ,NU , leads to
an approximation of the L2-disparity between the mesh and the manifold. Moreover, the minimization of functional
Eh with respect to the physical node coordinates and the parametric node coordinates, leads to the mesh that best
approximates the given manifold, Σ, in terms of the proposed L2-disparity. Note that in this setup, the coordinates of
the nodes are not restricted to be on the manifold Σ. That is, we do not seek a mesh that interpolates the manifold.
Our aim is to obtain the non-interpolative high-order mesh that best approximates the given manifold in a weak
sense. Figure 2, shows the used diagram to compute an approximation of the L2-disparity measure between a curved
high-order mesh,MP, and a manifold, Σ.

In order to minimize Functional (4), it is important to implement a method that features a rapid rate of convergence
and global convergence guarantees. To this end, we have applied Newton’s method using machine accurate first and
second derivatives with a backtracking line search that ensures that Wolfe conditions are fulfilled, see details in [16].
Specifically, the implemented backtracking line-search ensures a sufficient decrease of the objective function and that
the curvature conditions are fulfilled. Accordingly, the method has global convergence guarantees as referred in [16].
That is, the norm of objective function gradient converges to zero. Note that it is not ensured that the method converges
to a minimizer, but it is guaranteed to be attracted by stationary points. Nevertheless, in general terms, for line search
methods, this is the strongest global convergence result that can be obtained. It is important to point out that in all the
checked examples this implementation has converged to a physical curved high-order mesh that provides geometric
accuracy with the expected rate of convergence.

4. Examples

In this section, we present several examples that show the applicability of the proposed L2-disparity. The first
example illustrates that non-interpolative meshes can be more accurate than interpolative meshes. The next two
examples deal with the approximation of one-dimensional curves (m = 1) immersed in a two-dimensional space
(n = 2). For each of them, we show an initial interpolating mesh, and the corresponding smoothed approximating
mesh. In both cases, the curves are parameterized with non-uniform length of the tangent vector. Nevertheless, we
also present the results of a convergence rate (cr) analysis of the L2-disparity between the interpolating initial meshes
and the curve, and the smoothed approximating meshes and the curve. Finally, in order to show that the proposed
L2-disparity is able to deal with two-dimensional manifolds, the third example shows a mesh that approximates a
surface (m=2) in a three-dimensional space (n=3). The example also illustrates that for the same resolution, coarse
high-order meshes can be significantly more accurate than fine low-order meshes.
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(a) (b)

Fig. 3. Mesh of polynomial degree one (gray line) for the circular arc (black line). L2-disparity computed using q = 2. (a) Initial interpolating
mesh (d = 0.156); and (b) optimized approximating mesh (d = 0.065).

4.1. Non-interpolative but more accurate meshes: a circular arc

In this example, we compare the accuracy of an interpolative linear mesh and a non-interpolative mesh for a circular
arc. The L2-disparity between the linear mesh, Figure 3(a), and the arc is d

(
M0,Σ

)
= 1.5 · 10−1. The L2-disparity

is computed using q = 2. By minimizing Functional (4) with respect the physical and parametric nodal coordinates,
we obtain a non-interpolative linear mesh, M1, that better represents Σ in terms of the proposed L2-disparity, see
Figure 3(b). In this case, d

(
M1,Σ

)
= 6.5 · 10−2. This shows that with the proposed approach, we are able to generate

a mesh that better approximates the curve, even when the nodes are not located on the circular arc. Hence, the
non-interpolative mesh is closer to the circular arc than the initial interpolative mesh.

4.2. Independence on the parameterization: non-uniform parameterization of a circular arc

The objective of this example is to show that the proposed formulation is independent of the selected parame-
terization of the geometric entity. To this end, we generate a non-interpolative high-order mesh on a circular arc
parameterized as follows:

ϕ(t) =
(

cos
(
πt2

)
, sin

(
πt2

) )
, t ∈ [0, 1]. (5)

Note that this parameterization of the circular arc does not lead to a uniform norm of the tangent vector. We generate
a high-order mesh of polynomial degree three with equal-sized elements in the parametric space of the curve, M0.
Note that this induces a mesh in the physical space with elements that are not of the same size, see Figure 4(a).
The nodes of the high-order mesh are placed on the curve and therefore, this is an interpolating mesh. It is worth
to notice that the initial mesh does not correctly represent the curve. The L2-disparity between the initial mesh and
the curve is d

(
M0,Σ

)
= 8.8 · 10−2. Figure 4(b) shows the smoothed approximating high-order mesh,M1, obtained

after minimizing the functional in Equation (4). Note that we obtain a high-order mesh in which the nodes are not
placed on the curve. However, the smoothed mesh better approximates the initial curve, since d

(
M1,Σ

)
= 1.7 ·

10−3. Furthermore, the physical nodes are evenly spaced despite the non-uniform parameterization of the circular arc.
Figures 4(c) and 4(d) shows the initial and smoothed auxiliary parametric meshes, respectively. Note that the initial
parametric mesh is equi-distributed in the parametric space, while the smoothed one is non-uniform. Nevertheless,
the physical optimized mesh is composed of uniform elements. Hence, we show that the proposed formulation is
independent of the selected parameterization for the circular arc.

Figure 5 presents a convergence rate analysis of theL2-disparity in an h-refinement process for polynomial degrees
between one and four. For each calculation, we use q = p+8. Note that the expected convergence rate for a high-order
mesh of polynomial degree p is p + 1. The initial interpolating meshes achieve a sub-optimal convergence rate of
p + 0.5. The main reason is that the circular arc is not described using a parameterization with a uniform length of the
tangent vector. In the case of the smoothed approximating meshes we obtain a sub-optimal convergence rate in the
case of polynomial degree one, and a super-convergence rate in the cases of polynomial degree two, three and four.
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(a) (b)

(c) (d)

Fig. 4. Mesh of polynomial degree two (gray line) for the re-parameterized circular arc (black line). L2-disparity computed using q = 18. (a)
Initial interpolating mesh (d = 8.8 · 10−2); (b) smoothed approximating mesh (d = 1.7 · 10−3); (c) initial equi-distributed mesh in the parametric
space; and (c) final mesh in the parametric space.
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Fig. 5. Convergence rate of the L2-disparity of the meshes generated for the re-parameterized circular arc using the initial interpolating meshes
(left); and smoothed approximating meshes (right). In each case, q = p + 8.

4.3. Optimal convergence rate: NACA0012 airfoil curve

This example deals with the generation of a high-order mesh for a NACA0012 airfoil. We generate an interpolative
mesh,M0, of polynomial degree three on the curve, see Figure 6(a). Note that the mesh does not correctly represent
the NACA0012 geometry because it contains a sharp corner at the leading edge of the airfoil. The L2-disparity
between the initial mesh and the curve is d

(
M0,Σ

)
= 2.1 · 10−2. After minimizing the functional in Equation (4),

we obtain a non-interpolative high-order mesh, M1, that correctly represents the NACA0012 airfoil. In this case,
d
(
M1,Σ

)
= 2.3 · 10−5. Note that we have improved the geometric accuracy of the mesh by three orders of magnitude.

In order to obtain a closed mesh, we have imposed periodic boundary conditions when minimizing Functional (4).
That is, the we consider that the degrees of freedom associated with the first and last nodes are the same.

Figure 7 presents a convergence rate analysis of theL2-disparity in an h-refinement process for polynomial degrees
between one and four. To compute the L2-disparity and perform the optimization process, we have used q = p + 3,
being p the polynomial degree of the mesh. In this case, the initial interpolating meshes do not achieve an optimal
convergence rate. Although the accuracy of the meshes increases as the interpolating degree increases, the conver-
gence rate does not increase. The main reason is that these meshes do not correctly approximate the leading edge of
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(a)

(b)

Fig. 6. Mesh of polynomial degree three (gray line) for the NACA0012 airfoil (black line). L2-disparity computed using q = 4. (a) Initial
interpolating mesh (d = 2.1 · 10−2); and (b) smoothed approximating mesh (d = 2.3 · 10−5).
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Fig. 7. Convergence rate (cr) of the L2-disparity of the meshes generated for the NACA0012 using the initial interpolating meshes (left), and
smoothed approximating meshes (right). In each case, q = p + 3.

the NACA0012, as seen in Figure 6(a). The non-interpolative meshes obtained by minimizing Functional (4) achieve
a sub-optimal convergence rate for polynomial degree one. However, the meshes obtained for polynomial degrees
between two and four achieve a super-convergence rate.

4.4. Non-constant curvature surface: torus

This example is devoted to show that the proposed formulation can also be applied to curved high-order meshes for
surfaces. In order to properly visualize the results, we introduce the point-wise distance between a high-order mesh
and a surface as the orthogonal projection of each point of the mesh to the manifold. That is,

d(ξ) = d
(
φP(ξ),Σ

)
= inf

u∈U

∥∥∥φP(ξ) − ϕ(u)
∥∥∥ . (6)

Note that sup
ξ∈MM

d(ξ) is the one way Hausdorff distance of the mesh and the manifold and, for this reason, it is an upper

bound of the Hausdorff distance between the mesh and the manifold. It is important to point out that we do not use
the point-wise distance in our formulation. In order to minimize the L2-disparity between the curved high order mesh
and the manifold, we minimize Functional (4). We use the point-wise distance, Equation (6), solely for visualization
purposes. Figure 8(a), shows the initial interpolating mesh of polynomial degree six for the torus. The L2-disparity
between the manifold and the initial mesh is d

(
M0,Σ

)
= 7 · 10−8. When we minimize Functional (4), we obtain

a non-interpolative mesh, M1, that represents with higher accuracy the geometry, see Figure 8(b). Specifically, the
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(a) (b)

Fig. 8. Mesh of polynomial degree six for the torus. L2-disparity computed using q = 8. (a) Initial interpolating mesh (d = 7 · 10−8); and (b)
smoothed approximating mesh (d = 10−9).

L2-disparity between the non-interpolative mesh and the manifold is d
(
M0,Σ

)
= 10−9. Note that the L2-disparity

between the manifold and the initial interpolative mesh is almost two orders of magnitude larger than the L2-disparity
between the manifold and the non-interpolative mesh. This example shows that the proposed formulation is able to
handle surfaces with non-constant curvature.

4.5. Higher geometric accuracy for the same resolution: NACA0012 airfoil surface

This example shows the surface meshes generated for a NACA0012 airfoil surface. In this example, we generate
several meshes with the same resolution. That is, all the meshes contain the same number of nodes, and we change
the number of elements and the polynomial degree of each mesh. The objective of this example is to show that the
accuracy of the surface representation increases as the polynomial degree increases, even if the resolution of all the
meshes is the same. Figure 9 shows the different meshes generated for the NACA0012 airfoil. The left column of
Figure 9 shows the initial interpolative meshes for polynomial degrees one, two, four and eight. We have colored
the mesh according to the logarithm of the point-wise distance defined in Equation (6). The maximum error of the
initial interpolating meshes is located around the leading edge of the profile, because there is the maximum curvature
of the geometry. On the contrary, the region around the trailing edge is almost planar and, for this reason, the point-
wise distance is lower. The right column shows the corresponding approximating smoothed meshes. Note that the
smoothed meshes have higher element density around the leading edge in order to reduce the L2-disparity. It is
important to point out that as the polynomial degree is increased the overall point-wise distance is decreased, even
when the resolution of the meshes is kept constant.

Note that there are oscillations of the point-wise distance even in the mesh with highest polynomial degree. The
main reason to obtain these oscillations is that the shape of the NACA airfoil surface cannot be represented using the
selected piece-wise polynomials. However, it is worth to notice that this oscillations are of the order of O(10−11) for
the mesh of polynomial degree eight and, for this reason, they are very small compared to the size of the geometry.

Table 1 shows the L2-disparity of the initial interpolative and the smoothed approximating meshes, against the
NACA0012 surface profile, and their corresponding maximum of the point-wise distance. The results of this table are
also presented in Figure 10. Note that both the L2-disparity measure and the maximum of the point-wise distance for
the initial meshes are stagnating as the polynomial degree is increased. That is, the deviation between the mesh and
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(a) p = 1, q = 3 (b) p = 1, q = 3

(c) p = 2, q = 4 (d) p = 2, q = 4

(e) p = 4, q = 6 (f) p = 4, q = 6

(g) p = 8, q = 10 (h) p = 8, q = 10

Fig. 9. Meshes generated for the NACA0012 airfoil surface. In columns, initial interpolating meshes (a), (c), (e) and (g); and smoothed approxi-
mating meshes (b), (d) , (f) and (h). In rows, the polynomial degrees of the physical and parametric meshes.

the manifold is almost constant. However, the smoothed approximating meshes reduce the L2-disparity measure and
the maximum point-wise distance by orders of magnitude. Even when the resolution of the meshes is kept constant
for this example, it is better to increase the interpolating degree of the mesh in order to increase the accuracy of the
domain approximation.
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Table 1.
p = 1 p = 2 p = 4 p = 8

h = 0.0625 h = 0.125 h = 0.25 h = 0.5
L2-disparity sup d(ξ) L2-disparity sup d(ξ) L2-disparity sup d(ξ) L2-disparity sup d(ξ)

initial 1.1 · 10−1 1.5 · 10−2 2.9 · 10−2 1.1 · 10−2 9.9 · 10−3 8.1 · 10−3 3.1 · 10−3 2.8 · 10−3

smoothed 3.9 · 10−2 9.5 · 10−4 1.2 · 10−5 2.0 · 10−5 2.6 · 10−8 9.5 · 10−7 3.1 · 10−10 2.8 · 10−10
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Fig. 10. Polynomial degree against L2-disparity measure (left); and sup d(ξ) (right).

5. Concluding remarks and future work

In this work we have defined an L2-disparity measure that computes the deviation between manifolds. The
L2-disparity measure is computed as an infimum of L2-norm of functions over all the possible orientation-preserving
diffeomorphisms between the parametric spaces of the manifolds, φU . Note that the proposed disparity is general-
izable to manifolds of arbitrary dimension and, for this reason, it can be directly applied to compute the deviations
between two curves, or between two surfaces.

We have applied the L2-disparity measure to compute the deviation between a manifold and its curved high-order
approximation. Then, by optimizing the node position of the high-order mesh, we have minimized the L2-disparity
between the mesh and the manifold. To this end, we first approximate the diffeomorphism φU by introducing new
unknowns to the minimization problem. Thus, the objective function takes into account the position of the mesh
nodes, and the approximation of the diffeomorphism. The proposed objective function is differentiable and therefore,
it can be readily used in a minimization process where the first and second derivatives are used. To exploit this, we
have used Newton’s method combined with a back-tracking line-search procedure.

In the proposed minimization process, we do not impose that the nodes of the mesh are located on the manifold.
That is, we do not impose an interpolative high-order mesh. Therefore, the obtained mesh after solving the minimiza-
tion problem is a non-interpolative high-order mesh. Since we use an L2 norm, this can be interpreted as a curved
high-order mesh that approximates the manifold in a weak sense.

While in this work we have restricted ourselves to use a Lagrangian basis of shape functions, the proposed formu-
lation can handle any combination of element types and shape functions basis. The only requirement of the method is
a space of functions provided with an L2 scalar product. To approximate the integrals coming from the scalar product
of functions, a numerical integration rule is also required. Accordingly, any element type that is usually implemented
in a solver can be used. Moreover, other kind of shape functions can also be used in the method, even when they are
non-interpolative, such as the case of B-spline shape functions.

The proposed method requires a parameterization of the geometric entity to be approximated. While our for-
mulation can deal with any kind of parameterization, in our implementation we have restricted ourselves to CAD
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geometries that can be managed by the OpenCASCADE library [17]. In its current state, the formulation and there-
fore, the implementation, are devised to deal with one entity at a time. Thus, in all the examples presented in this
work, we have applied the proposed method to geometries composed of a single untrimmed entity. However, in real
case applications, the boundary of the domain is composed of several entities that may be trimmed or not. Thus, we
have to extend the proposed formulation in order to handle this kind of geometries. The main idea is to optimize the
whole mesh at the same time, even if the elements belong to different entities. Thus, the mesh continuity between
different boundary entities will be preserved, as well as the mesh geometric accuracy will be improved.

We have favored to exploit quadratic convergence rates of Newton’s method over the reduced memory footprint
of node-by-node implementations of smoothing methods. In the near future it could be interesting to compare both
approaches in the terms of the computational and memory requirements and the obtained performance. As a reference,
we could also compare our formulation with a standard Laplacian smoothing expressed in terms of the parametric
coordinates of the nodes. Our formulation has an additional set of design variables that corresponds to the physical
coordinates of the curved mesh. Accordingly, the resulting non-linear system has more degrees of freedom (DOFs).
Nevertheless, we highlight that the overhead in DOFs of our method pays off in those applications where a mesh of
optimal accuracy, e.g. convergence studies of numerical methods, is of major importance and cannot be obtained with
a standard mesh smoothing method.

This work is not focused on how to create curved volume (planar) meshes that are valid for finite element analysis
with unstructured high-order methods. We have addressed this issue in previous works where we propose boundary
interpolative curved meshing approaches for planar meshes [18], surface meshes with the nodes on a CAD [19,
20], volume meshes [21], and a one shot approach where the curve, surface and volume nodes are free to slide
simultaneously on the boundary entities [22]. In these works, to untangle and smooth a curved high-order mesh we
minimize an objective function, EQ, that measures the mesh distortion [23], while the boundary nodes are either fixed
or free to interpolate the domain boundaries. In the near future, we will propose a boundary non-interpolative curved
meshing method by freely moving all the nodes of the mesh in the physical space, even the boundary ones. Then,
to ensure that the boundary mesh correctly approximates the surfaces (curves) of the geometric model, we will add
an additional term that corresponds to the L2-disparity measure functional presented in this work. That is, we will
propose to minimize the functional

Ê = EQ + E = EQ +
∥∥∥φP − ϕ ◦ φU

∥∥∥2
.

Note that the objective function related with the element quality, EQ, is defined for the volume (surface) elements,
while the objective function related to the L2-disparity measure, E, is only defined for the surface (curve) elements.
By optimizing the new objective function, Ê, we will obtain a high-quality mesh without inverted elements that
approximates the boundary surfaces (curves) with optimal convergence rates. It is important to highlight that the first
combination of mesh curving with geometry accuracy enhancement have been proposed in [15].

We consider that our method is a relevant alternative to other methods to enhance the geometric accuracy of a
curved high-order mesh. Specifically, by considering a non-interpolative method expressed in terms of the physical
coordinates and the parametric coordinates of an auxiliary mesh we can reach the optimal convergence rates of the
accuracy of the geometric approximation. We have proved in the examples that this convergence property is preserved
even for high polynomial degrees, up to degree 8, and independently of the manifold parameterization. Therefore,
our method is potentially well suited to generate accurate high-order approximations of non-uniformly parameterized
CAD entities that may arise in practical applications. These advantages are of the major usefulness when performing
solution convergence studies in the context of unstructured high-order methods. Note that geometrically inaccurate
meshes can pollute the approximated solution and therefore, impede to obtain the rates of convergence predicted by
the theory. To show the advantages of our method it has been mandatory to code a correct implementation and run the
obtained solver with different meshes and target geometries.
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